DATABASE HEALTH AND PERFORMANCE MONITORING — FINDINGS g

KEY FINDINGS FOR DATABASE HEALTH

AND PERFORMANCE MONITORING INDUSTRY FACTS
» Database profilers can impact performance
+High error rates have a negative impact by up to 20% — Microsoft
4 1 O 0 on the health and performance of your
) databases. ExtraHop shows SQL « 25% of DBASs surveyed reported unplanned

errors transaction details to troubleshoot
errors.

outages of up to 1 day, while 40% reported
outages between 1-5 days — Oracle

*Worst database server processing time
during the observed period. More than
42 8 100ms is generally considered to have
milliseconds a negative impact on application
performance.

*Privileged user logins should be
99 continuously monitored in order to
identify anomalous behavior that can
indicate a data breach.

privileged user logins
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DATABASE HEALTH AND PERFORMANCE MONITORING DASHBOARD

The Database Monitoring dashboard provides visibility into the health, performance, and transactions of the databases in your environment.
Get real-time insight into a wide range of metrics, from the number of database server errors to total requests and responses over time. The
time comparison feature also lets you compare current performance to historical trends, enabling easy baselining and ensuring that your have
the visibility you need to proactively monitor the heath of your databases.

Database server errors and high processing times should be investigated since they impact application performance.
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A Server Error is indicated any time a query results in an error conditicn
occuring on a database server.

ALL database server errors should be investigated.

See the Health region below to help diagnose database server errors.

Worst Server Processing Time
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Processing Time by Server
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The Worst Server Processing Time value represents the single slowest
instance of a server processing an individual database query and
preparing the resulting response.

Processing Time above 100ms is generally considered to
have a negative impact on the performance of interactive
applications.

See the Health and Transactions regions below to help diagnose slow
database transactions.

Privileged User Logins
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The following users are considered to be privileged:

root

sa
admin/administrator
postgres
sys/sysman/system
informix/db2admin

ALL Privileged User Logins should immediately be
investiaated.
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DATABASE HEALTH AND PERFORMANCE MONITORING DASHBOARD

Track database requests, responses, errors, and processing times that are key indicators of database health. This real-time view enables you
to detect issues early and proactively remediate to avoid performance degradation or application downtime.

ew e

Transactions and Errors The overall health of your databases is shown here. Requests and
Responses should track closely together when plotted over time, while
@ Requests @ Responses ® Errors Errors are plotted in the underlying columns at the points in which they
4K occur.
3K High Error rates may have a negative impact on the health
» and performance of your databases, and the applications
which rely on them.
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Server Processing Time Server Processing Time indicates the amount of time a database serv=r
10ms spends answering a query. This time starts once the entire query has
been received and ends when the first byte of the response is
8ms transmitted.
bms Server Processing Time for all of your database servers are shown
4ams here as a summary plotted in a candlestick-style chart.
2ms Outliers should immediately stand out and may indicate a
o AL busy server or just a large response.
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Server Processing Time by Server Sever Processing Time by Method Server Processing Time by Server indicates how long your database:
servers are taking to process queries, ranked by your top SLOWEST
titanium.extrahop.net [ 10.29ms] proc_MSS_Crawl | 148ms] SERVERS.
sharepointdbium.veg.sea.i.extrahop.com |_7.26ms | CREATE @contestants I 55 83ms . ) o
dd1y1z6yb 1tcbz5.cw9ovshdgbwu.us-west-2.rds.amazonaws.... Il 2.77ms sp_executesq| I 43.06ms Server Proce:gng Time by Metlzladdt;ndlcates ho;ll.g\rl]\?Eé?l'ulr\lldEa'lt':%EeS
192.168.40.174 M 1.9ms proc_MSS_QLog_ProcessDocs Il 32ms servers are taking to queries, ran ed by your top ; . :
Methods are the type of queries your database clients are performing
lead.extrahop.net W 1.29ms proc_MSS_GetDocCount Ml 24.22ms against your database servers
192.168.6.185 N sss.89pus INSERT @promos_used M145ms
database.extrahop.net l607.06ps proc_MSS_QLog_ProcessO14Clicks H13ms High values should be investigated for potential
mysql1.lonprod.example.com |298.18ps WEBSTORE.A002_ADDRESS_APLINSSHIPPINGADDRESS Ml 12ms optimization or fixes.
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DATABASE HEALTH AND PERFORMANCE MONITORING DASHBOARD

Network metrics like total throughput, response time, and round trip time help you monitor database performance and determine whether the
network is impacting database performance. This view is helpful when trying to quickly triage the cause for poor database performance.
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Performance Breakdown

Total Throughput is an indicator of the entire amount of database traffic
on the network. Responses are typically larger than Requests.

All of the metrics displayed in the Server/Network Performance
Breakdown contribute to the overall performance of your database.

Request Transfer Time measures the time a database request takes to
traverse the network. A high value may indicate a network delay or just a
large request.

Server Processing Time is included again here to show the affect it has
on the overall performance of your database and is completely separate
from network-related issues.

Response Transfer Time measures the time a database response takes
to traverse the network. A high value may indicate a network delay or
just a large response.

Round Trip Time measures the time a database client or server sends a
packet requiring immediate acknowledgement and when the
acknowledgement to arrived.

9:40 9:50 10:00

Data Processing Stall - Zero Windows (per sec) TCP Stall - Retransmission Timeouts (per sec)

@ Request Zero Windows @ Response Zero Windows

A Data Processing Stall, as indicated by an increasing number of Zerz
Windows, occurs when a device cannot process incoming data as quickly
as it is arriving and may be indicative that the device is over-loaded.

A TCP Stall, as indicated by an increasing number of Retransmission
Timeouts, occurs when a device has a one-second stall in the TCP
connection flow due to excessive retransmissions and is indicative of
network congestion.

ExtraHop | Business Value




DATABASE HEALTH AND PERFORMANCE MONITORING DASHBOARD

Monitor overall transaction rate and drilldown into transactions by client, server, method, or user to identify potential configuration or security
issues.

Transactions @ Last 59 minutes

Total Database Requests/Responses The total transactions of your databases are shown here. Client Requ

and Server Responses should correlate and track closely together when

@ Requests ® Responses plotted over time.
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Requests by Client Responses by Server Requests by Client are database queries, sent from clients, broken out
into the client devices that performed the request themselves. The Top 8

are shown here, ranked by total number of requests over time.

web2.nycdmz.example.com mysgl1.nycprod.example.com

Responses by Server are database responses, sent from servers, broken
out into the server devices that performed the response themselves. The
Top 8 are shown here, ranked by total number of responses served over

web1.nycdmz.example.com 17224233

web2.syddmz.example.com
web1.syddmz.example.com
web1.londmz.example.com
web2 londmz.example.com
xenon.extrahop.net

10.10.1.134

mysql1.lonprod.example.com
mysql1.seaprod.example.com

lead.extrahop.net

dd1y1z6ybltchz5.c

titanium.extrahop.net

sharepointdbium.veg.sea..extrahop.com
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investigated.

Unknown or unexpected clients and servers should be

Requests by Method

coMMIT |Z 7K
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Requests by User

\\Encrypted-Login |7‘ 8

Pre-Login |7°°

Requests by Method are database queries, sent from ciients, broken Gt
into the methods that were performed. Often these are displayed as just
the base method (e.g. SELECT), but if a particular query is observed

Anonymous
V occurring at a high rate, it will appear in the list.
i 6.4k i 10.4K
sauect owp epors | * i Requests by User are database queries, sent from clients, broken out
INSERT @contestants 162 extrahop Pesx into the username that query was performed as.
SELECT I5-4K Unknown I7.5K Unknown or unexpected users and methods should be
investigated.
SELECT @INVENTORY |3-'K eh Ir.u(
SELECT @wp_posts |3K anon_web IZ-SK

Methods Causing Errors

DESCRIBE_ANY @A002_PROMO_API

DESCRIBE_ANY @A002_LINEITEMS_LISTS_API I'5

Error Messages

Too many connections

(ORA-4043) DESCRIBE_ANY @A002_DRUGREFRESH_API: o... I"3

Methods Causing Errors are database queries, sent from clients, tha =
generate an error from the database servers.

Error Messages are the actual errors generated by the database servers

DESCRIBE_ANY @A002_PMSG_API (ORA-4043) DESCRIBE_ANY ®A002_PROMO_APE object A.. []226 in response to a database client request.

DESCRIBE_ANY @A002_PHARM_API u (ORA-4043) DESCRIBE_ANY @A002_PMSG_APL: object AQ... |57 Errors on the request and response sides often correlate,
though not always necessarily.

DESCRIBE_ANY @A002_PAYMENT_API .45 (ORA-4043) DESCRIBE_ANY @A002_PHARM_AP: object A... |49

DESCRIBE_ANY @A002_DUSERCACHE_API I 21 (ORA-4043) DESCRIBE_ANY @A002_PAYMENT_API object... I‘E'

DESCRIBE_ANY @A002_MEMBERSHIPS_API I|9 (ORA-4043) DESCRIBE_ANY @A002_DUSERCACHE_API: ob... |21

DESCRIBE_ANY @A002_DRUGREFRESH_API 18 (ORA-4043) DESCRIBE_ANY @A002_MEMBERSHIPS_APL o.. |19

ExtraHop | Business Value




