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Introduction

Information security rarely has a dull day. The past year delivered significant data 
breaches, impacting industries ranging from hospitality to legal to social media. 
We’ve seen a continuation of financially motivated threats, such as business email 
compromise (BEC), which continue to pillage and drain corporate bank accounts. 
Ransomware has brought multiple cities to their knees, earning threat actors significant 
funds in the process. Coupled with the ever-looming threat that a nation–state-
sponsored threat actor might pull an organization into its crosshairs, there’s little 
reason to cease vigilance in enterprise networks.

Vigilance requires the ability to be nimble and flexible, especially given the array of 
options available to threat actors these days. In surveys past, we commended our 
respondents on improving response times, increasing the use of threat intelligence, 
and upping the amount of automation and integration within their networks. However, 
the work is never done; we must constantly be improving. The aforementioned threats 
aren’t necessarily new, but perhaps more refined. For example, some threat actors 
have moved from noisy, custom malware to “living off the land” with built-in Microsoft 
Windows capabilities. And in that spirit, we identify the theme for this year’s survey:  
It’s time for a change.

This year’s survey shows crucial improvement in incident response (IR). We love some of 
this year’s increases:

•   Containment and remediation—two of the most important phases of incident 
response—saw shorter times.

•   Incidents were detected internally at a much higher ratio.

•   False positives declined, which we hope means organizations have gotten better 
at classifying their incidents.

However, even with these improvements, we continue to see problem areas from year 
to year. Many organizations still show severe gaps in visibility, a critical problem that 
needs to be front and center. It’s tough to truly determine your security posture if 
you are blind to a portion of your environment. Many respondents again expressed 
concerns about levels of staffing and skills shortages, problems that may require out-
of-the-box thinking.

We also saw some different issues take priority in this year’s survey, which is a healthy 
sign of maturity and growth within organizations. Host-based data is by far the largest 
source of incident data, and respondents indicated this data is largely integrated 
and automated off of—great news! We also examine an enormous opportunity for 
organizations to start weaving network-based data into their investigations.

In the pages that follow, we examine the key stats, takeaways and more from this year’s 
IR survey. As you read, we challenge you to examine the issues presented and determine 
whether your organization shares the same concerns.

SANS 2019 Incident Response (IR) Survey: It’s Time for a Change
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Survey Demographics

The response pool represented a global group of incident responders from within 
various organizations. Figure 1 provides a snapshot of those respondents.

 

Some Change Is Already Happening

Before we dig into areas of incident response that must change to continue improving, 
it’s worth noting that this year’s survey showed some positive movement in key areas. 
Organizations are moving into containment and remediation faster and are getting 
better at detecting incidents, as opposed to waiting for third-party notification. We also 
saw a strong representation in insider vs. external threats.

Key Time Frames
As we begin to analyze the 2019 IR survey results, we initially concentrate on one set of 
metrics that focuses on how incident responders are handling true positive incidents. 
After all, the one question that defines how well an IR or security team is doing is: How 
quickly are we detecting, responding to and resolving incidents?
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Top 4 Industries Represented

Government

Banking & Finance

Technology

Other

Each gear represents 10 respondents.

Organizational Size

Small 
(Up to 1,000)

Small/Medium 
(1,001–5,000)

Medium 
(5,001–15,000)

Medium/Large 
(15,001–50,000)

Large 
(More than 50,001)

Each building represents 10 respondents.

Top 4 Roles Represented

Security administrator/
Security analyst 

IR team  
member 

Security manager or 
director 

IR team  
leader
Each person represents 10 respondents.

Operations and Headquarters

Ops: 207 
HQ:  175

Ops: 48 
HQ:  3

Ops: 40 
HQ:  3

Ops: 60 
HQ:  7

Ops: 48 
HQ:  5

Ops: 58 
HQ:  10 Ops: 93 

HQ:  24
Ops: 100 
HQ:  43

Figure 1. Key Demographic Information

Time from detection to 
remediation is often a strong 
metric to determine how well 
your IR team is handling its 
duties, but you can only adhere 
to this metric if the team has the 
tools necessary to do its job!



To determine whether IR teams saw a better or worse year, we begin by examining 
three key time frames that provide insight on how long it took organizations to take an 
incident from:

•  Compromise to detection (aka the dwell time)

•  Detection to containment

•  Containment to remediation

We are happy to report that—for the second year in a row—we saw an improvement 
in the way teams responded to incidents. While dwell time remained flat (still at a 
healthy 53% detected within 24 hours or less), the most notable improvement is that 
67% of respondents indicated that they moved from detection to containment within 24 
hours—a 6% uptick from last year. While we’d like to see every organization detecting 
incidents within minutes, we’re glad to see upward movement in how organizations are 
containing after detection; this is a critical phase of the IR life cycle.

With regard to 
remediation, we saw 
a downturn in speed, 
meaning respondents 
indicated that they 
are taking longer to 
remediate than last year. 
However, this decline is 
not necessarily a bad 
sign. As shown Figure 
2, which presents the 
three time frames, 89% 
of remediation efforts 
are occurring within 30 
days. This time frame may 
seem long, but a month to 
remediate may actually be quick, depending on the nature of the incident and data to 
be replaced. Remediation can be a complex problem to solve, and we would rather see 
organizations take the time to perform the right remediation, rather than the fastest.

Internal Breach Detection
While on the topic of detection, another area in which we hope to see improvement is 
in the number of organizations detecting their own incidents rather than relying on a 
third party for notification. A third-party notification likely means that an organization 
either has visibility gaps or is unable to properly detect an incident—these situations 
are not ideal and give threat actors an advantage in the form of time. Time is precious 
in incident response and is meant to be an advantage that IR teams quickly win back. 
Fortunately, this year proved that organizations are working hard to reclaim time as 
their advantage.
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On average, how much time elapsed between: 
- The initial compromise and detection (i.e., the dwell time)? 

 - How long from detection to containment? 
 - How long from containment to remediation?

40%

30%

20%

10%

0%

  Unknown
  < 1 hour

   1–5 hours
  6–24 hours

  2–7 days
  8–30 days

  1–3 months
   4–6 months

  7–12 months
  > 1 year

Time from compromise  
to detection

11.0%

2.5%

19.5%

9.3%

24.6%

8.5%
5.1%

19.5%

Time from detection  
to containment

2.5%
0.0%

22.0%

6.8%

23.7%

11.9%

0.8%

31.4%

Time from containment  
to remediation

6.8%

2.5%

35.6%

20.3%

13.6%

5.1%

0.8%

14.4%

Figure 2. Compromise to 
Remediation Times1

1   Total responses for “7–12 months” and “> 1 year” were both 0.0%.
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This was our first year to ask about incident notification, 
and we were pleased to see that a whopping 64% (see 
Figure 3) of respondents answered that 51% or more of 
their incidents were detected internally, as opposed to 
being identified by a third party. This change is a great 
starting point, and one that we hope trends upward.

Knowing that most incidents are being detected internally—
and thus the IR team is reclaiming the advantage of 
time—another important metric in determining IR success 
is identifying how many incidents resulted in breaches of 
information, systems or devices. The importance of this 
metric speaks to an organization’s capability to track its IR 
activity and performance. Furthermore, the fewer incident-
to-breach conversions an organization has, the more time the security team has to 
focus on proactive or detection measures.

Incidents Converting to Breaches
As shown in Figure 4, approximately 38% of incidents did not convert to a breach of 
any kind, a much appreciated 7% increase from last year. We hope this increase is 
because of improved detection capabilities, as opposed to a decrease in breaches or 
a lack of visibility. Meanwhile, an additional 39% of respondents who had incidents 
convert to breaches experienced 25 
or fewer breaches. This is a slight 
uptick from last year, which to us 
translates to fewer breaches.

We also asked respondents to 
identify what components were 
involved in those incidents that 
did convert to breaches. Year after 
year, malware infections continue 
to rule as the primary component 
of breach conversion. This year was 
no different, as malware stayed 
almost flat at approximately 63% 
of breaches. However, in this year’s 
survey we made some key wording 
changes and split the Unauthorized Access grouping into internal and external, and the 
results reflect this important distinction. Approximately 54% of respondents indicated 
that unauthorized access by an external party contributed to a breach, while only 31% 
was from a trusted insider.
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Incidents Detected Internally

40%

30%

20%

10%

0%

  Unknown
  0%–10%

   11%–20%
  21%–30%

  31%–40%
  41%–50%

  51%–60%
   61%–70%

   71%–80%
   81%–90%

   91%–100%

Number of Incidents

3.0% 3.7%

8.2%

15.7%

33.6%

2.6%

6.0%
3.0%

9.7%9.0%
5.6%

Figure 3. Internal Detection of 
Incidents

Of those incidents you responded to, how many resulted in breaches of information,  
systems or devices?

1

26.3%

2.6%

0.4%

51–100

101–500

More than 500

11–25

26–50

None 

0.7%

3.0%

38.2%

15.9%

9.6%

3.3%

2–10

Unknown whether any breaches occurred

0% 10% 30%20% 40%

Figure 4. Incidents Turned 
Breaches



The distinction of insider vs. external 
party when it comes to unauthorized 
access is a critical consideration for IR 
and security teams. The preparation, 
landscapes and potential damage differ 
extremely between the two groups. We 
hypothesized that unauthorized access 
was a more significant external party 
tactic, technique or procedure (TTP), and 
respondents proved that theory correct. 
We look forward to seeing how these 
various components scale out through 
future surveys.

Figure 5 provides details of these 
statistics.

System Remediation
The next natural step after incident 
identification and breach conversion 
is to work toward system remediation. As previously discussed, many of our organizations 
are completing remediation within 30 days. But how are these remediations taking place? 
Moreover, is there something to which we can attribute such great growth in incident 
containment? When compared with the 2018 survey, remediation efforts saw a lot of up 
and down movement between which tasks organizations have automated and which are 
still completed manually. For example, approximately 46% of respondents in 2018 manually 
blocked command-and-control (C2) IP addresses, compared with only 35% this year. We’ll 
happily take an 11% reduction in the name of efficiency.

However, there are areas where respondents moved upward, indicating they are performing 
more manual operations than before. In 2018, for example, only 46% of respondents had to 
manually remove rogue files from the infected system, compared with approximately 52% this 
year. Approximately 58% of respondents this year would need to manually update policies and 
rules based on investigations (compared with only 52% in 2018). See Figure 6 on the next page.

The preceding statistics represent the key highlights and takeaways with regard to incident 
detection, breach conversion and remediation. However, one area that we declined to focus 
on heavily—because it will be addressed subsequently—is that an appreciable number 
of respondents are still “Unsure” of what has happened or is happening within their 
environments. For example, nearly 16% of respondents were unsure whether any of their 
incidents turned into breaches.
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Figure 5. Factors 
Contributing to Breaches

What components were involved in these breaches? Select all that apply

Data breach (stealing sensitive data)

34.8%

20.3%

17.0%

14.4%

11.9%

11.0%

6.8%

Unauthorized privilege escalation for 
lateral movement

DDoS attack as the main attack

Destructive attack (aimed at damaging 
systems)

DDoS attack as a diversion

Other

Encrypted malicious traffic

Attack impacting data integrity

Malicious activities within legitimate traffic

Unauthorized access by trusted insider

Unauthorized access by external party

23.7%

31.4%

54.2%

62.7%

39.0%

30.5%

Advanced persistent threat or  
multistage attack

Malware infections

0 10% 30%20% 40% 60%50%
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Given the complexities of the various regulations and standards that most organizations 
adhere to today, we had hoped to see these numbers diminish in this year’s survey. Alas, 
we are still experiencing gaps in visibility that need to be addressed. 
With that in mind, in the following sections we focus heavily on areas 
where IR teams could improve.

Admitting the Problem

We want this year’s survey to be a call to action, or a reason for readers 
to make the changes they’ve been putting off for so long. The first step, as always, is 
admitting the problem. Based on this year’s survey, we identified a few notable areas 
where we think some organizations can begin to make some improvements.

Getting the Right Data First
One topic within IR that we are always particularly interested in is what type(s) of 
artifacts are available and how responders are using them. This year’s survey indicated 
a clear preference for using and obtaining security appliance and host-based data to 
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Figure 6. Incident Remediation 
Processes

What processes do you have in place for remediating incidents? Indicate whether the process is conducted manually, through 
automated systems that are integrated, or a combination of both. Choose only those that apply to your organization.

Shut down system and take it offline

Identify similar systems that are affected

Remove file and registry keys related to the compromise 
without rebuilding or reinstalling the entire machine

Reboot system to recovery media

Boot from removable media and  
repair system remotely

Rebuild endpoint completely (including user data)

Remotely deploy custom content or signatures from 
security vendor

Other

Update policies and rules based on IoC findings and 
lessons learned

Kill rogue processes

Remove rogue files

Isolate infected machines from the network while 
remediation is performed

Block command and control to malicious IP addresses

Reimage or restore compromised machines from gold 
baseline image

Quarantine affected hosts

0% 20% 60%40% 80% 100%

  Manual            Both            Automated

51.7%

34.8%

58.4%

52.8%

51.7%

53.9%

44.9%

58.4%

47.2%

55.1%

55.1%

65.2%

33.7%

55.1%

1.1%  3.4%  3.4%

33.7%

39.3%

27.0%

25.8%

27.0%

24.7%

29.2%

21.3%

30.3%

21.3%

23.6%

14.6%

29.2%

15.7%

11.2%

22.5%

10.1%

14.6%

13.5%

13.5%

18.0%

11.2%

12.4%

11.2%

9.0%

5.6%

18.0%

7.9%

Action Items

Some promising figures in this year’s survey show 
that organizations are detecting and remediating 
faster than in previous years. We are also seeing 
better incident-to-breach management. However, 
this is no time to rest on one’s laurels.
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support investigations. As shown in Figure 7, a SIEM enables security teams to easily 
acquire most data, including short-term historical event logs, related alerts from 
security devices and active data on a victim system.

Respondents admittedly had the most trouble collecting network artifacts, such as 
NetFlow or PCAP. In our experience, network-based artifacts are sometimes more 
difficult to collect because of storage reasons or sheer number of collectors needed. For 
example, it’s much easier to cover 1,000 endpoints via host-monitoring than to deploy 
100 network sensors to cover those same endpoints via network egress points.

During the results analysis, we hypothesized that the reliance on post-processing 
data likely resulted from a preference of the types of tools being used and integrated 
within the environment. Security appliances such as an IDS, IPS, firewall, log analytics 
or a SIEM (which may be a combination of multiple sources) are the most integrated, 
at more than 60% of respondents. Capabilities such as decrypting internal and/or 
boundary traffic are some of the least integrated, which might be due to regulations or 
the complications of implementing effective encryption man-in-the-middle (MITM). See 
Figure 8 on the next page.

An organization’s reliance on one or two sources of data for incident detection and 
response is not necessarily a sign of right or wrong. Typically, incident responders look 
for any and all data that can be used to fill a visibility gap, ranging from arbitrary system 
logs to network traffic when it’s available.
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Figure 7. Sources of Evidence for 
Investigations

What data do you prefer as evidence when investigating potential breaches?

Active data on victimized computers (workstation IP, name, OS 
version, active user, installed software packages, registry settings)

Long-term historical event data and logs  
(older than seven days) from SIEM

Network activity data (NetFlow)

Threat campaign data

Other

Other data on victim’s computer

Adversary attack information or TTPs

Host, domain and URL reputation data

Indicator of compromise (IoC) threat intelligence data

Network activity data (packet, packet capture [pcap])

Networking logs

Short-term historical event data and logs (up to 
seven days old) from SIEM

Vulnerability data

Related alarms from IPS, antivirus, network detection 
and SIEM

0% 20% 60%40% 80% 100%

  Need and can acquire            Need but difficult to acquire            Need but can’t acquire

78.1%

79.2%

74.0%

55.2%

42.7%

55.2%

54.2%

71.9%

57.3%

38.5%

61.5%

26.0%

42.7%

5.2%  2.1%  2.1%

17.7%

12.5%

24.0%

35.4%

35.4%

34.4%

31.3%

21.9%

31.3%

30.2%

24.0%

40.6%

43.8%

2.1%

4.2%

7.3%

1.0%

7.3%

19.8%

7.3%

11.5%

2.1%

6.3%

26.0%

7.3%

24.0%

3.1%
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Figure 8. Tools/Capabilities Used to 
Identify Impacted Systems

Does your organization use any of the following tools or capabilities to identify impacted systems?  
If so, please indicate how integrated each capability is with your overall IR. Leave blank those that don’t apply.

Log analysis

Network traffic archival and analysis

Network packet session capture/inspection  
(including sniffer tools)

Network-based DPI (deep packet inspection)

Digital forensics tools to support legal evidence 
collection

Anomaly detection

Threat intelligence tools or platforms

File integrity monitoring (FIM)

SSL/TLS decryption at the network boundary

Secure web gateway (on-premises and/or cloud proxy)

SSL/TLS decryption within internal and data  
center traffic

Other

Threat hunting

Homegrown tools for our specific environment

Services availability monitoring

Browser and screen capture tools

Security orchestration/automation platform

Endpoint controls (e.g., network access control  
[NAC] or MDM)

Case management systems

Sandboxing and malware analysis

Behavioral monitoring (profiling)

Threat intelligence feeds from third-party services

Third-party notification

Endpoint detection and response (EDR) capabilities

Remote (over-the-network) forensic imaging tools

SIEM

User activity monitoring tools

User notifications or complaints to service desk

Network flow analysis tools

IPS/IDS/Firewall/unified threat management  
(UTM) alerts

0% 20% 60%40% 80% 100%

  Highly Integrated            Partially Integrated            Not Integrated

65.6%

51.0%

31.3%

54.2%

32.3%

45.8%

27.1%

36.5%

21.9%

46.9%

21.9%

30.2%

30.2%

33.3%

35.4%

25.0%

15.6%

34.4%

29.2%

27.1%

24.0%

28.1%

15.6%

33.3%

21.9%

39.6%

24.0%

27.1%

19.8%

2.1%  3.1%  5.2%

25.0%

32.3%

39.6%

35.4%

26.0%

29.2%

36.5%

40.6%

37.5%

37.5%

25.0%

37.5%

26.0%

38.5%

33.3%

43.8%

34.4%

25.0%

34.4%

36.5%

28.1%

38.5%

35.4%

35.4%

14.6%

25.0%

24.0%

31.3%

6.3%

17.7%

11.5%

16.7%

5.2%

29.2%

18.8%

24.0%

16.7%

27.1%

9.4%

39.6%

24.0%

30.2%

19.8%

17.7%

21.9%

36.5%

31.3%

22.9%

26.0%

33.3%

22.9%

32.3%

19.8%

46.9%

31.3%

33.3%

31.3%

31.3%



Given the spread of integration in Figure 8, it should be obvious that a preference exists 
for security appliances and alerting mechanisms to identify impacted systems. However, 
we would like to see a larger contribution from newer, informative detection capabilities 
such as file integrity or behavioral monitoring, both having high levels of integration as 
reported by only 16% of respondents. While this number may seem low, it represents 
an opportunity for forward-planning organizations that might be seeking to implement 
newer detection and response technology or tools.

Furthermore, anytime organizations rely on post-processed data from an appliance 
or tool, there is an extremely strong chance that they will be able to take advantage 
of various automation and integration features. We view this as a 
significant benefit for incident responders, because it provides a 
mechanism via which organizations can further integrate additional 
tooling and automate procedures. (We discuss tool integration in the 
“Working with What You Have” section later in this paper.)

What Do We Really Need?
One of the more concerning 
patterns we have noticed 
from year to year involves 
an identification of key 
impediments to effective 
incident response. Figure 9  
shows that once again, a 
shortage of staffing and skills 
(57%) and a lack of budget for 
tools (48%) continue to reign 
as the key impediments to 
effective incident response. 
In fact, 57% of respondents 
identified staffing shortages 
and skills shortages as the 
primary impediment, whereas 
items such as lack of visibility 
into cloud-based IT scored 
only 20%.

In our next challenge to 
our readers, we encourage 
you to seek out whether 
your organization has other 
inefficiencies that can be 
focused on and altered before 
increasing headcount. We’re 
not arguing that some teams 
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Action Items

Successful incident response relies on visibility 
between multiple datasets. Make sure your IR 
teams have access to all the data points they need.

What do you believe are the key impediments to effective IR at your organization? Select your top 
five choices not in any particular order.

Poorly defined processes and owners

28.6%

21.6%

19.6%

19.6%

19.6%

19.1%

19.1%

18.1%

16.1%

13.1%

12.6%

11.6%

9.0%

9.0%

8.0%

5.5%

Inability to distinguish malicious events vs. nonevents

Difficulties in removing all traces of the attack

Difficulty investigating activities in East-West traffic 
(internal late-stage attack behavior)

Unsatisfactory performance or ROI from IR tools and 
processes we have in place

Too much time needed to detect and remediate

Inability to remediate across heterogeneous environments, 
including IoT devices

Difficulties completing and documenting remediation 
workflow

Overreliance on homegrown scripts and tools

Lack of integrated threat intelligence across various sources 
and platforms

Other

Limited ability to remediate incidents

Regulatory, legal, HR or jurisdictional impediments

Lack of visibility into cloud-based IT

Tracking and responding to events happening across 
different systems or domains

Lack of integration with our other security and monitoring 
tools

Inability to investigate across new or unmanageable 
technologies (IoT, BYOD)

Lack of visibility into insider behavior

Lack of visibility into malwareless (memory-resident) and 
fileless (script-based) malware

Lack of budget for tools and technology

23.6%

26.6%

48.2%

56.8%

45.7%

25.1%

Organizational silos between IR and other groups or 
between data sources and tasks

Shortage of staffing and skills

0 10% 30%20% 40% 60%50%

Figure 9. Key Impediments to Effective IR
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are short on humans; that’s a well-known issue. Our argument instead is that many 
organizations often have multiple issues that need tending; headcount requires funds, 
planning and hiring. Instead, look for opportunities to improve your team as it currently 
is. We look at some thoughts on how to accomplish this in the “Working with What You 
Have” section.

Fool Me Once…
The last area of concern we identify before we start to focus on how and where we can 
make improvements is the need to think of incident response as a cumulative, ever-
growing practice within your organization. To assess whether IR teams are working in 
a cumulative manner, last year we introduced a question 
that focused on repeat breaches. The results were shocking 
and provided a lot of insight into some of the shortfalls of 
incident response. This year’s results provided some of the 
same, albeit somewhat improved, results.

In this year’s survey, we asked respondents if they had 
suffered multiple breaches by the same threat actor, and 
if so, to what degree. Approximately 32% of respondents 
indicated that yes, a threat actor had returned with either 
the same or similar TTPs. Only 5% of respondents indicated 
that a threat actor returned but with different TTPs. Figure 
10 illustrates these details.

It’s worth pointing out that the 35% who answered no 
hopefully were able to successfully kick out the threat actor 
before the actor could retaliate, or were able to perform a holistic 
remediation effort. However, for the organizations that saw a 
threat actor return with the same TTPs, we sincerely hope that they 
caught the returning threat actor significantly earlier than on the 
first visit. This would prove that the IR team is using knowledge to 
improve security posture.

Working with What You Have

Now it’s time to look forward and focus on areas where, within your organization, you 
can make short-term improvements. We used this year’s IR survey to assist in identifying 
areas where teams may be lacking, and thus ready for an improvement or upgrade. As 
you read through this section, we challenge you to identify if there are areas within your 
organization that could use a deeper dive into processes and how you can put your best 
foot forward.
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By saying that a shortage of 
staffing is a key impediment to 
incident respondent, we could 
make an argument that if we 
simply hired someone, our 
problems would go away. This is 
seldom the case; in fact, there’s 
more to work on than headcount.

Figure 10. Returning Threat Actors

   Yes, same TTPs

   Yes, similar TTPs

  Yes, different TTPs

   No

   Unknown

Has your organization suffered a breach from the same threat 
actor more than once?

25.9%

34.8%

27.7%

6.3%

5.4%

Action Items

If threat actors are unable to complete their 
entire mission in your organization, they will 
likely be back. Use what you have learned from 
previous investigations to ensure that the same 
tactics and techniques don’t return.
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Growing from the Past to Protect the Future
A natural starting place to try and find efficiencies within your environment is to track 
and use IR metrics. Metrics can be helpful in identifying low- or high-performing teams, 
inefficient processes or things that “work 
really well” within the organization. The 
possibilities are endless—but you must 
start recording and using the data!

In this year’s survey, approximately 
26% of respondents indicated that they 
are not assessing the effectiveness or 
maturity of their IR processes, compared 
to almost 72% of respondents who 
do have some metric (whether it’s an 
internal measurement or a comparison 
against public metrics, such as NIST). 
It makes sense that those teams that 
track and evaluate their performance 
and plans—and then cycle the lessons 
they learned back into the team—will 
be more effective over time. Figure 11 
illustrates how respondents measure 
their performance.

Whose Responsibility Is It, 
Anyway?
Another area where, in our experience, 
a lot of organizations can realize 
immediate improvements lies in 
clarifying roles and responsibilities to 
avoid confusion and duplication. While 
this is a potential outcome of assessing 
IR processes, clarifying the roles and responsibilities can 
sometimes be as easy as simply asking who’s in charge of what. 
Furthermore, it is important to understand how the teams are 
integrated and how they work with each other.

One survey question to help us get to the root of understanding 
of who is responsible for what involves understanding just how 
much of IR and the SOC is in-house vs. outsourced. As shown in 
Figure 12, a healthy percentage of respondents indicated that 
both IR and SOC were completely in-house, at 64% and 52%, 
respectively. In fact, only a tiny percentage of respondents had 
fully outsourced IR (2%) or SOC (5%).
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Figure 11. IR Process Maturity and Effectiveness

With this year’s survey, we gave respondents the opportunity to specifically state 
how they have assessed their IR plans and made improvements as a result of these 
assessments. A few of their high-level quotes, listed here, are perfect examples of 
how an organization can, if it hasn’t already, work to improve IR processes.

•   “After reviewing our policy after incident response activities, we decided that our 
policy did not reflect the necessary actions. Policy had to be updated to reflect the 
actions that must be taken to respond appropriately to an incident.”

•   “Proper measurement helps to tune false positives.”

•   “We assessed new methods of attack and used this information to add in additional 
checks for these new attack vectors. This includes new checks or modifying existing 
checks to look for the vulnerabilities.”

Figure 12. IR and SOC Resources: In-house vs. Outsourced

Are your IR and SOC resources in-house or outsourced?

70%

60%

50%

40%

30%

20%

10%

0%
IR

63.6%

31.8%

2.3%

SOC

52.3%

38.6%

4.5%

 Completely In-House        Partially Outsourced 
 Completely Outsourced

How do you assess the effectiveness and maturity of your IR processes?

We measure improvements in accuracy, response 
time and reduction of attack surface based on 
our response to and remediation of incidents.

17.7%

We assess outcomes from IR exercises that 
we conduct on a routine basis.

Other

We use well-defined, public metrics  
(such as NIST) to help us track, evaluate  

and update our plan.

11.8%

23.0%

25.5%

19.1%

2.9%

We use internal, custom metrics to help us 
track, evaluate and update our plan.

We do not assess the effectiveness or 
maturity of our IR processes.

0% 5% 15%10% 20% 25%



Given a healthy percentage of 
in-house IR and SOC teams, we 
also wanted to identify the level 
of integration of these teams. As 
shown in Figure 13, one-third of 
respondents indicated that incident 
response is fully integrated with 
cross-trained members.

This is the ideal situation because 
team members can rotate in and 
out, back each other up and offer support in conventional ways. A small portion 
of respondents, only 3%, indicated that either IR or SOC is outsourced and never 
communicate with each other. While this is a very low percentage, 
we’d ideally want to see IR and SOC in heavy communication, with 
cross-training and integration. Because these two teams form a strong 
methodology to threat detection, response and remediation, it is 
necessary that they are in constant contact.

Lightening the Load
Last, but certainly not least, we also spent some time in this year’s survey looking for 
clues that organizations are moving toward—or wanting to move toward—automated 
incident response. Note that automated incident response does not mean a complete 
takeover of an incident response role; instead, it means finding ways to augment human 
analysts so they can focus 
on the hard problems, 
not the boring and more 
routine tasks. Fortunately, 
approximately 65% of 
respondents indicated that 
their biggest hurdle right 
now is time and resources, 
not money. Granted, budget 
takes a close second at 51%, 
followed by various maturity 
and platform requirements 
(see Figure 14).

Our desire is that IR automation will actually solve some of the problems identified in 
Figure 14. Better-integrated processes will hopefully free up the time and resources 
needed to evaluate and implement automation. It’s a vicious cycle, but an investment 
in automation will free up your resources to work on fixing the other areas we’ve 
described.
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What is the level of integration between IR and SOC?

The IR team operates under the SOC but is 
staffed by separate team members.

10.2%

Other

Either IR or SOC is outsourced and never 
communicate directly with each other.

The IR team is independent of the SOC during 
investigations.

6.8%

31.8%

33.0%

14.8%

3.4%

The SOC operates under the IR team but is staffed 
by separate team members.

IR is a fully integrated part of our SOC with 
cross-trained team members.

0% 10% 30%20%

Figure 13. IR/SOC Integration Levels

Action Items

Clearly identify the responsibilities of your IR 
and SOC teams. When organizations know who is 
responsible for what duties, they can act swiftly 
and with confidence.

Figure 14. Hurdles to 
Automation Adoption

What do you consider the major hurdles your organization must overcome  
before automation can be adopted?

Maturity of our internal IR process

37.8%
Maturity of the security orchestration, automation and response  

(SOAR) marketplace

Selection of the appropriate MSP/MSSP

Other

Budget

36.7%

14.8%

3.6%

51.0%

64.8%

50.0%

Building a business case for the automation and understanding the ROI

Time and resources needed to evaluate and implement automation

0 25 7550



Final Thoughts

In this year’s survey, our theme—”It’s Time for a Change”—was meant to be a call to 
action for our respondents and readers. Too often we have seen organizations postpone 
or downright cancel security improvements that could have drastically improved their 
capability to detect and respond to security incidents. The IR and/or security teams (if 
they are separate) are left holding the responsibility of protection. However, this lack 
of action can lead to enterprise atrophy, as blame—instead of responsibility—is shifted. 
Thus, we must look to devising a solution with what we have—not what we want.

Year after year, many of our respondents call out the same roadblocks to success—the 
top three consistently being time, staff and money. However, an increase in one does 
not guarantee a relaxation in others. Moreover, an increase of one of these does not 
necessarily increase your security posture. Instead, let’s focus on the questions we may 
be able to address:

•   Does our organization use all of the available data points (such as endpoint data 
or network traffic) in an efficient manner?

•   How do we evaluate the IR team currently, and how do we measure these metrics?

•   For any security functions we are outsourcing, how do we integrate them into the 
overall security and response capabilities?

•   What areas within security and IR teams could we automate, integrate or 
significantly improve on?

Let’s make one thing clear: Not all problems can be fixed internally. When needed, bring 
in outside help, hire more qualified staff and implement technologies to make your 
organization more secure. However, recognize the actual problem first. We challenge 
our respondents and readers to take the next year and answer these questions for their 
organizations. Focus on gaps in visibility, automate manual tasks and get your various 
teams talking.

It’s time for a change. And the time to start is now.
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